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Abstract

In an action-consistent Nash equilibrium of a simultaneous-moves game with uncertainty a la Harsanyi (1967) players choose optimally, make correct assessments regarding others’ actions, and infer information from others’ optimal play. In equilibrium, players may have differing information in the sense of prior beliefs. An example of action-consistent Nash equilibrium strategy profile is constructed, which is not a Nash equilibrium under any common prior. Given the equilibrium strategy profile, each type of each player faces pooling of the other players’ types. In a modified example one type of one player doesn’t face such a pooling problem: the strategy profile can still satisfy equilibrium
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conditions up to an arbitrary finite order, but no longer in an infinite regress of action-consistent Nash equilibrium.

1 Introduction

Think of two sophisticated people, call them 1 and 2, who encounter each other in a strategic situation with uncertainty. Each of them privately observes some relevant information regarding the uncertain parameters and must decide what to do based on that information. The information that 2 might have could be relevant to 1’s payoff in itself. Player 1 will also try to guess what information 2 has from 2’s choice of actions – Player 1 will thus trim her guesses regarding 2’s behavior by assessing whether a rational opponent would be prone to follow a particular course of action. It seems that people often engage in such strategic analysis and failure to do so may have serious consequences – a rational and sophisticated player should not fall prey to such mistakes.\(^1\)\(^2\) In equilibrium, players choose optimally, and the assessments they make are consistent with what each of them sees and with opponent’s rationality – they infer information from opponent’s optimal play. In equilibrium, players may have differing information, but no player has any reason to change either her strategy or her assessments.

The idea that economic agents’ optimal choices and their beliefs should be determined simultaneously is at the heart of almost any definition of economic equilibrium. Agents hold beliefs regarding economic environment and make choices; in equilibrium

\(^1\)Duke Wellington presumably engaged in such strategic analysis: “All the business of war, and indeed all the business of life, is to endeavour to find out what you don’t know by what you do; that’s what I called ‘guessing what was at the other side of the hill’.” http://en.wikiquo"t; https://en.wikiquote.org/wiki/Arthur_Wellesley,_1st_Duke_of_Wellington.

\(^2\)A famous Danish chess player from early 20th century, Aaron Nimzowitsch apparently burst out on an occasion of having lost an important game: “Gegen diesen Idioten muss ich verlieren!” (“That I should lose to this idiot!”) – http://en.wikipedia.org/wiki/Aron_Nimzowitsch#Personality. While the object of study here are simultaneous-moves games, such underestimation of one’s opponent would be a particular violation of equilibrium requirements described here.
their beliefs are correct and their choices optimal. For example, in a Nash equilibrium under complete information (c.f. Nash (1951)), agents optimally react to what they believe the others might be doing and different such correct beliefs will give rise to different equilibria. This idea is particularly evident in games with discontinuous payoffs, where equilibrium must be given such an interpretation in order for equilibrium to exist at all: beliefs regarding randomization must be (correctly) specified in equilibrium, see e.g., Simon and Zame (1990). In the setting of a general equilibrium with uncertainty, in a Rational-expectations equilibrium (c.f. Radner (1982)) agents hold an endogenously determined belief regarding equilibrium prices: in equilibrium their choices are optimal, their beliefs are correct, and information is inferred from prices. The setting of this paper is a simultaneous-moves game with uncertainty and this equilibrium idea is formulated as action-consistent Nash equilibrium.

Harsanyi (1967) formalized a simultaneous-moves game with uncertainty by showing that all uncertainty regarding fundamentals can be reduced to uncertainty regarding the players’ payoffs. Harsanyi introduced a move by Nature, whereby a type is drawn for each player from a joint distribution, and the vector of types then defines the players’ payoffs in the game. Harsanyi defined a $C$–game as one where the belief of each type of each player can be derived from a common prior, which is the (objective) distribution of Nature’s moves. In a $C$–game, Harsanyi (1968 a,b) defined a Nash equilibrium under a common prior: each player chooses an optimal action for each of her types, in order to maximize her expected payoff given her belief, and given such type-contingent strategy of all other players.

Implicit in a Nash equilibrium of a $C$–game is a notion of a steady state where each player has learned everything that could be learnt: each player has correct probabilistic information regarding the likelihoods of all type draws. Fudenberg and Levine (1993b) provide a formal learning foundation for a more general class of steady states, called Self-confirming equilibria. They envision a recurrent play of the game by a large population of players where repeated-game effects are absent as players are
unlikely to meet the same opponent twice.\footnote{Harsanyi envisioned the common prior as resulting from some unspecified common learning experience. In the spirit of Fudenberg and Levine (1993b) one can imagine a specific such learning process where players’ types are drawn each time anew, and the information regarding all past type draws is available in some repository accessible to all players. When each player privately accesses the repository without the other players knowing that, all players will eventually hold a common prior but not more can be said about the players’ higher-order knowledge. For a characterization of Nash equilibrium in terms of players’ knowledge see Aumann and Brandenburger (1995).} The notion of Self-confirming equilibrium is more general than that of a Nash equilibrium in a $C - game$ in that each player only learns some privately-observable facts, described by a feedback function (also called a signal function). Hence, in a Self-confirming equilibrium players’ beliefs need not be consistent with the common prior, but rather just some aspects of the distribution of Nature’s draws and players’ behavior as described by the feedback function.\footnote{For Self-confirming equilibrium see also Fudenberg and Levine (1993a) and Dekel et al. (2004). Self-confirming equilibrium is very closely related to Conjectural equilibrium, see Battigalli (1987), Rubinstein and Wolinsky (1994), Battigalli and Guatoli (1997), and Esponda (2011).}

Another difference between Harsanyi’s equilibrium and Self-confirming equilibrium is that in a Self-confirming equilibrium a player need not be able to justify the others’ behavior as a result of some optimizing procedure. In a Nash equilibrium of a $C - game$ such rationalization comes for free: if a player is optimizing against the distribution over the opponents’ actions, she can in particular justify the other players’ behavior by their actual strategies, which are evidently optimal, given that all players have the same beliefs. Moreover, each player can in principle assign such rationalization of others’ behavior to all other players, and can \textit{a fortiori} proceed with such rationalization in an infinite regress. Hence, in Harsanyi’s definition of equilibrium, players need not actually know the other players’ strategies – it is just possible that they might assign optimal strategies to their opponents. A player’s belief can then be thought of as being not only over types but also over the other players’ strategies – to avoid confusion we call such more general belief \textit{an assessment}. In Harsanyi’s definition of Nash equilibrium in a $C - game$ it is thus implicit that each player’s strategy survives a rationalizability criterion from the perspective
of all other players, while players’ beliefs coincide with the distribution of Nature’s moves.\footnote{The notion of rationalizability is posterior to Harsanyi’s work. For complete-information versions of rationalizability see Bernheim (1984) and Pearce (1984). For a comprehensive treatment of incomplete-information versions of rationalizability see Battigalli et al. (2009).}

We extend Harsanyi’s definition of Nash equilibrium in a $C - game$ to a more general class of simultaneous-moves games with uncertainty with specific kind of non-common priors. Our formulation of equilibrium notion is derived from our earlier paper Awareness Equilibrium (2007), which effectively uses the epistemic structure from Bernheim (1984), along with a notion of consistency of beliefs. The idea of rationalizability where a steady state results from deductive learning is thus combined with the idea of Self-confirming equilibrium where a steady state results from inductive learning of some privately observable parameters as specified by the feedback function. Here, this feedback function is given by a player’s own payoffs and the distribution over others’ actions, conditional on the player’s type and actions that this type chooses to play; each player also knows the marginal distribution over her own types. The name action-consistent Nash equilibrium refers to the particular feedback function. The equilibrium notion then strengthens the optimizing requirement of Self-confirming equilibrium to the aforementioned rationalizability requirement. While we do not provide a formal learning foundation, once in an action-consistent Nash equilibrium, each player would have no reason to change either her belief regarding uncertain parameters, her assessment regarding the others’ play, or her behavior.\footnote{A heuristic learning interpretation of the equilibrium conditions is analogous to that in Fudenberg and Levine (1993b) and Dekel et al. (2004). The difference is that learning would here presumably have to also be deductive: in every recurrent play of the game a player would also have to learn from rationalizing the opponents’ play.}

Our formal definition of equilibrium is that players’ strategies are supported by conjectures satisfying a common belief in optimization and action-consistency. A common belief in optimization and action-consistency means, for example, that
player 1 only needs to be able to attribute optimizing behavior to player 2 with respect to some belief that player 2 might have given player 1’s information, not with respect to the belief that player 1 has given her own information. Intuitively, in equilibrium players cannot reject the possibility that all players are consistent, rational, and sophisticated.\footnote{Common belief in optimization and consistency is closely related to Brandenburger and Dekel (1987) and Battigalli and Siniscalchi (2003), who characterize Nash equilibrium as rationality and a common belief in rationality. In a recent paper, Esponda (2011) defines equilibrium as a common belief in rationalizability and a common belief in a consistency criterion, called confirmation. Confirmation is different from action-consistency. On a fundamental level, the difference is that action-consistency embraces Harsanyi’s idea that all fundamental uncertainty can be represented as uncertainty regarding the players’ payoffs. Esponda’s confirmation is derived from Vickrey (1961), where uncertainty is represented by a draw of the state of Nature (or a state of “fundamentals” of the economy), and each player receives a signal regarding that state. Confirmation requires that players’ beliefs be consistent with the actual draw of the state of Nature, according to a given feedback function and the noise structure of each player’s signal. This is quite different from action-consistency derived from Harsanyi’s definition – given the same feedback function, action-consistency is stronger. It should also be noted that while most of Esponda’s paper refers to a complete-information case, he defines his equilibrium notion in a more general belief-type space, and introduces all the necessary machinery to do so. Esponda’s main objective is a characterization of his equilibrium notion as iterative deletion of actions that are not a best response in a particular sense.}

Our paper is focused on an example to illustrate how this relaxation of Harsanyi’s common-prior requirements explains behavior which cannot be explained by assuming a common prior. To do that formally, we borrow another idea from Harsany – that of a properly-informed observer who does not observe more than the players do. Since in an action-consistent Nash equilibrium players can be thought of as observing each other’s actions and only own types and payoffs, such properly-informed observer can observe the distribution over players’ actions and not more than that – since the observer is properly informed, the actual distribution over Nature’s moves and the actual players’ strategies are not observable to him. The example is given by a game in which the observer can explain a particular distribution over players’ actions in a Nash equilibrium under diverse priors, but this cannot be explained as a Nash equilibrium under any common prior.

The example we construct is the simplest possible: there are two players, each
has two types, and each type of each player has two actions. Essential to the example is a particular kind of pooling: each type of a player cannot perfectly identify the conditional distribution over the other’s types, conditional on the action that she is taking, but she could identify this conditional distribution had she taken the other action. This is true for each type of each player. Informally, the example is cannonical in that it is given by the minimal necessary structure for such a situation to arise – that is, a situation, which cannot be explained as a Nash equilibrium under any common prior but can be explained as an action-consistent Nash equilibrium. By modifying the example slightly to one where only one type of one player does not face such pooling problem, the corresponding strategies are no longer equilibrium strategies under non-common priors. However, in this modified example the objective distribution of Nature’s moves can be chose so that the corresponding strategies satisfy equilibrium conditions up to an arbitrary finite order. We thus illustrate the difference between requiring a common belief in optimization and consistency in an infinite regress, and requiring only a finite-order of such common belief.

The level of generality and notation introduced here does not go beyond what is necessary to carefully formulate our example. In our definition, for example, players do not attribute any correlation to other players’ strategies.\footnote{When players accumulate data in a recurrent play of a game correlation between players strategies could in general arise. Moreover players could have private assessments regarding such correlation, see for example Aumann and Brandenburger (1995). In an extensive-form setting, Fudenberg and Kamada (2011) provide several examples illustrating this issue of correlation.} Players also make point-assessments regarding other players’ strategies, and each type of each player holds the same belief.\footnote{If one considers rationalizability alone, then there is a difference between allowing probabilistic assessments and point-wise assessments even in the case of complete information, see Bernheim (1984). However, additional requirement of consistency of beliefs provides a further restriction on these assessments, and in particular, point-wise strategy assessments are then without loss of generality.} Effectively then, our example holds under assumptions that
are stronger than necessary while still consistent with extending Harsanyi’s definition of Nash equilibrium in a $C - game$.

In Section 2, we give the basic model of a game under uncertainty. In Section 3 we provide our main example and we describe the notion of action-consistent Nash equilibrium heuristically. In Section 4 we give our formal equilibrium definition, we motivate the equilibrium requirements, and we prove a simple proposition showing how under the common-prior assumption, the notion of action-consistent Nash equilibrium is essentially equivalent to Harsanyi’s notion of equilibrium. In Section 5, we formalize the notion of a properly-informed observer for our particular setting. In Section 6, we illustrate the difference between action-consistent Nash equilibrium and requiring only a finite-order belief in optimization and consistency.

## 2 Basic model

A simultaneous-moves game with uncertainty is defined as $\Gamma = \{N, A, T, u\}$, where $N = \{1, ..., n\}$ is a finite set of players, $A = \times_{i \in N} A_i$ is a product of finite sets of players’ actions, $T = \times_{i \in N} T_i$ is a product of finite sets of players’ types, and $u : T \times A \to \mathbb{R}^{|N|}$ is a vector of players’ payoff functions. Throughout it is assumed that $\Gamma$ is common knowledge: every player knows $\Gamma$, knows that every other player knows $\Gamma$, and so on. Types are drawn by Nature according to a (objective) probability distribution $P^0 \in \Delta(T)$, where $P^0(t)$ is the probability of a type draw $t \in T$.\(^{11}\)

\(^{11}\)For a set $X$, denote by $\Delta(X)$ the set of lotteries, or probability distributions, over $X$. When $X$ is a subset of an Euclidean space, and $\mu \in \Delta(X)$, then $E_\mu$ denotes the expectation operator with respect to lottery $\mu$. For $\mu \in \Delta(X)$, denote by $\mu(x)$ the probability of $x \in X$. When $X = X_1 \times X_2$, denote by $\mu_{X_2|X_1}$ the conditional distribution over $X_2$ given $X_1' \subset X_1$, and by $\mu_{X_1}$ marginal distribution over $X_1$; we will sometimes denote by $\mu_{x_2|x_1}$ the probability of $x_2 \in X_2$ conditional on $x_1 \in X_1$. Finally, $1_X$ denotes the indicator function, i.e., taking value 1 on set $X$ and 0 everywhere else.
We assume that the marginal probability of each type of each player is positive, $P^0(t_i) > 0, \forall i \in N, \forall t_i \in T_i$. A game with risk is given by $(\Gamma, P^0)$. Here it is not assumed that $P^0$ be common knowledge, but it is assumed that $P^0$ is objective, in the sense that if an observer had an ideal set of observations of Nature’s moves, he could identify $P^0$. Player $i$’s strategy is a mapping $\sigma_i : T_i \rightarrow \Delta(A_i)$, so that $\sigma_i[t_i] \in \Delta(A_i)$ is the randomization over player $i$’s actions, when $i$’s type is $t_i$. A strategy profile is given by $\sigma = (\sigma_1, \sigma_2, ..., \sigma_n)$.

A standard situation is one in which prior $P^0$ is common, that is, all players have the same belief about the probability distribution of Nature’s moves. Following Harsanyi, a Nash equilibrium of $(\Gamma, P^0)$ with a common prior $P^0$ is then usually defined as a strategy profile $\sigma^*$, such that for each of player $i$’s types, his randomization over actions achieves the highest expected payoff given the conditional probability distribution over the other players’ types and their strategies.

**Nash equilibrium under a common prior.** A strategy profile $\sigma^*$ is a Nash equilibrium (NE) strategy profile of $(\Gamma, P^0)$ under a common prior $P^0$ if,

$$a_i^* = \arg \max_{a_i \in A_i} E_{P_{-i|t_i}} E_{\sigma_{-i}|t_{-i}} u_i(t_i, t_{-i}, a_i, a_{-i}), \quad \forall a_i^* : \sigma_i[t_i](a_i^*) > 0, \quad \forall t_i \in T_i.$$  

It is useful to single out optimality for $i$ as the property that $i$’s strategy $\sigma_i$ be optimal with respect to a probability distribution $P$, given the other players’ strategies $\sigma_{-i}$. Optimality for $i$ is hence a property of $P$ and $\sigma$.

**Optimality.** Let $\sigma$ be a strategy profile, let $P$ be a prior belief and let $i \in N$. Then, $P$ and $\sigma_i$ satisfy optimality for $i$ if,

$$a_i^* = \arg \max_{a_i \in A_i} E_{P_{-i|t_i}} E_{\sigma_{-i}|t_{-i}} u_i(t_i, t_{-i}, a_i, a_{-i}), \quad \forall a_i^* : \sigma_i[t_i](a_i^*) > 0, \quad \forall t_i \in T_i. \quad (1)$$
3 Main example

Next is the main example of this paper, given by a game \((\Gamma, P^0)\). There are two players, \(N = \{1, 2\}\), each player has two types, \(T_i = \{t_i, t'_i\}\), \(i \in N\), two actions, \(A_1 = \{up, down\}\), \(A_2 = \{L, R\}\), and the payoffs for each draw of types are specified in the following tables.

\[
\begin{array}{c|cc}
(t_1, t_2) & L & R \\
\hline
up & -2, 3 & 1, 1 \\
down & 0, 0 & 0, 0 \\
\end{array}
\quad
\begin{array}{c|cc}
(t_1, t_2) & L & R \\
\hline
up & -1, 1 & 1, 2 \\
down & -1, -1 & 3, -3 \\
\end{array}
\quad
\begin{array}{c|cc}
(t'_1, t'_2) & L & R \\
\hline
up & -1, 0 & 0, 1 \\
down & -1, -1 & 1, -2 \\
\end{array}
\quad
\begin{array}{c|cc}
(t'_1, t'_2) & L & R \\
\hline
up & -3, 3 & 0, 2 \\
down & -2, -1 & -1, 0 \\
\end{array}
\]

The objective probability distribution of Nature’s moves \(P^0\) is given by,

\[
\begin{array}{c|cc}
P^0 & t_2 & t'_2 \\
\hline
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\end{array}
\]

In game \((\Gamma, P^0)\), the strategy profile \(\sigma^* = (up|t_1, up|t'_1; R|t_2, R|t'_2)\) is shown to be an *equilibrium strategy profile, consistent* with the true probability distribution of Nature’s moves \(P^0\), when \(\Gamma\) is played by entirely rational and sophisticated players. However, this outcome is not an equilibrium outcome of \((\Gamma, P^0)\) under *any common-prior* probability distribution of Nature’s moves \(P\). Appropriate supporting players’ beliefs and *conjectures* are constructed in order to show why and in what sense this outcome is an equilibrium outcome of \((\Gamma, P^0)\). In the next section this *action-consistent* Nash equilibrium is carefully defined.
Consider the strategy profile given by \( \sigma^* = (up|t_1, up|t'_1; R|t_2, R|t'_2) \). We first show that there does not exist any common prior \( P \), such that \( \sigma^* \) could be supportable in a NE of \((\bar{\Gamma}, P^0)\) under common prior \( P \). Suppose that there existed such a common prior \( P \). The following incentive constraints would then have to hold for the strategy profile \( \sigma^* \) – in the above tables the payoffs which are relevant for these incentive constraints are underlined:

\[
\begin{align*}
0 & \geq 2P(t_1, t'_2) - P(t_1, t_2), \\
0 & \geq P(t'_1, t_2) - P(t'_1, t'_2), \\
0 & \geq 2P(t_1, t_2) - P(t'_1, t_2), \\
0 & \geq P(t'_1, t'_2) - P(t_1, t'_2).
\end{align*}
\]

Adding these inequalities yields \( 3P(t_1, t_2) \leq 0 \), so that \( P(t_1, t_2) = 0 \). By (2), it follows that \( P(t_1, t'_2) = 0 \), implying by way of (5) that \( P(t'_1, t'_2) = 0 \), which by way of (3) implies that \( P(t'_1, t_2) = 0 \), so that \( P \equiv 0 \), which is a contradiction.

The main purpose of this paper is to address the following question: Is \( \sigma^* \) nonetheless supportable as an equilibrium of \((\bar{\Gamma}, P^0)\), when players have different beliefs, and in what sense?

So suppose that players’ beliefs \( \bar{P}^1 \) and \( \bar{P}^2 \) regarding the joint probability distribution over types \( T \) are given by the following two matrices,\(^{12}\)

\(^{12}\)As mentioned in the introduction, only payoff types are considered here; all beliefs and assessments are specified over payoff types only. The main objective of this paper is to provide a specific example of an equilibrium outcome of a game, played by players who are as rational as they can be and have heterogeneous priors. Given that the outcome constructed here is supportable already by assessments that are over payoff types only, this outcome would constitute an equilibrium outcome, using action consistency, if one were to consider more general belief types as defined by Mertens and Zamir (1985). Working with payoff types alone is much simpler and it suffices for our purpose.
A superficial observation is that $\sigma^*$ and $\bar{P}^1$ satisfy incentive constraints (2) and (3), while $\sigma^*$ and $\bar{P}^2$ satisfy incentive constraints (4) and (5). Hence, if player 1 has prior $\bar{P}^1$ and player 2 has prior $\bar{P}^2$, each of them is optimizing given their beliefs; One might be tempted to think of this as a definition of Nash equilibrium when there is no common prior.\textsuperscript{13} However, we will argue that much more must be true if $P^0$ and $\sigma^*$ are to form a part of an equilibrium of $(\bar{\Gamma}, P^0)$ when there is no common prior. Indeed, much more is true for $P^0$ and $\sigma^*$, along with $\bar{P}^1$, and $\bar{P}^2$.

Under belief $\bar{P}^i$ each player $i$ consistently assesses the situation. For each of player $i$’s types, and given this type’s action, $i$ has rational expectations regarding the distribution over the other player’s actions and his own payoffs. For example, when player 1 is of type $t_1$ and plays up, his belief $\bar{P}^1_{T_2|t_1, up}$ along with an assessment that player 2 plays action $R$ implies that player 1 should obtain a payoff of 1 and observe player 2 playing action $R$ with probability 1. This is indeed what happens under the actual distribution of Nature’s moves $P^0$, and the actual strategy profile $\sigma^*$. Thus, both players have assessments that are consistent with what actually happens in terms of the conditional distribution over own payoffs, and the other players’ actions. Their beliefs are also consistent with the marginal distribution over own types, i.e., each player knows the true distribution of how likely he is to be of a particular type. Together, all these consistency properties constitute what we call action-consistency. Action-consistency is formally defined at the beginning of Section 4.\textsuperscript{14}

\textsuperscript{13}Harsanyi does not consider such to be an equilibrium; he restricts the definition of equilibrium to $C-$games, where much more is true, and refrains from defining an equilibrium in $I-$games. For an early discussion of common-prior assumption see Morris (1995).

\textsuperscript{14}Consider Harsanyi’s description of the game with uncertainty as an extensive-form game of
Above beliefs and strategies also allow players to rationalize the situation in a consistent manner. Think of players forming conjectures in order to be able to play optimally, and explain own payoffs as well as the opponent’s perceived behavior. Player 1 may conjecture that: Nature’s moves are given by $\bar{P}^1$ and that the two players are playing a strategy profile $\sigma^*$; That player 2’s assessment of the situation is that Nature’s moves are given by $\bar{P}^2$ and that the strategy profile is $\sigma^*$; That player 2’s assessment about player 1’s assessment is that Nature moves according to $\bar{P}^1$, and the strategy profile is $\sigma^*$, and so forth. Hence, such player 1’s conjecture can be thought of as the following infinite sequence of assessments,

$$C^*_1 = (P^{(1)*}, \sigma^{(1)*}; P^{(1,2)*}, \sigma^{(1,2)*}; P^{(1,2,1)*}, \sigma^{(1,2,1)*}; \ldots),$$

where $\sigma^{(\ell)*} = \sigma^*$, for every sequence $\ell$ of 1’s and 2’s, and $P^{(1)*} = \bar{P}^1$, $P^{(1,2)*} = \bar{P}^2$, $P^{(1,2,1)*} = \bar{P}^1$, and so forth.

The elements of a conjecture here are indexed by a sequence of 1’s and 2’s. Every sequence starting with 1 and ending with 1 describes some order of 1’s conjecture about player 2, and every sequence ending with 2 describes some order of 1’s conjecture about 2’s assessment about player 1. In short, in the above conjecture, $P^{(1,2,\ldots,i)*} = \bar{P}^i$, and $\sigma^{(1,2,\ldots,i)*} = \sigma^*$. Conjectures are formally defined in Section 4.

incomplete information where Nature moves first and all players then move simultaneously. Action-consistency is then the requirement that for each player $i$ all final nodes of such game are reached with correct probabilities, when $i$’s information sets are given by the information structure described above. In the work on self-confirming equilibrium and conjectural equilibrium, such partitional information structure is formally given by a feedback function. Fudenberg and Kamada (2011) study more general partition-confirmed equilibrium in extensive-form games, where Nature’s moves are known to all players, but players might be unable to observe each other’s moves at various information sets. Such information structure is generally motivated by learning considerations, c.f., Fudenberg and Levine (1993b).

\footnote{The word “assessment” instead of “belief” is used here to distinguish from the more common use where beliefs are over types alone. An assessment here thus has two components: one describing a belief assessment over the joint distribution of types, and two, describing the point-assessment of the strategy profile being played.}
Similarly to $C_1^*$, player 2 can make the following conjecture,

$$C_2^* = (P^2, \sigma^*; P^1, \sigma^*; P^2, \sigma^*; ...).$$

Conjectures $C_1^*$ and $C_2^*$ satisfy action-consistency in the following sense. At any level, what player $i$ presumes about the opponent is consistent with player $i$’s assessment at that level. For example, player 1’s assessment regarding player 2’s assessment about player 1 is consistent with player 1’s assessment; it need not be consistent with $P^0$, as player 1 does not know $P^0$.

Conjectures $C_1^*$ and $C_2^*$ allow both players to rationalize the situation. Player 1 is able to rationalize 2’s behavior, i.e., player 2 is optimizing under beliefs which 2 might have consistently with 1’s observations. Player 1 is making an assessment under which player 2’s strategy is optimal from player 2’s perspective. Similarly, player 1’s conjecture allows player 1 to rationalize the presumed assessment of player 2 regarding player 1, and so on. Players attribute optimal behavior to each other at any order of assessment.

Of course, each player could entertain a host of different conjectures. Some might satisfy consistency, some might rationalize the opponent’s behavior, perhaps up to some order, and some might satisfy none of these properties. Players might also have conjectures which have the same properties as the ones above, but where players do not happen to attribute to each other their actual beliefs and strategies. Conjectures $C_1^*$ and $C_2^*$ constitute a particularly simple profile of conjectures satisfying all our requirements: no matter how far in his thinking a player went, he would always be able to presume that each of them is playing optimally and has assessments that are consistent with what is going on. Hence, no player would have any reason to change his conjecture, either on the basis of his optimization, nor on the basis of potential inconsistency with reality, when their observation of reality includes the opponent’s actions in the game. Formally, the above conjectures satisfy a common belief in
optimality and action-consistency with $P^0$ and $\sigma^*$. These requirements constitute our formal definition of equilibrium conjectures.

**Definition 1.** Let $P^0$ be the probability distribution over Nature’s moves, let $C^*$ be a profile of conjectures, and let $\sigma^*$ be a strategy profile. $C^*$ is an action-consistent equilibrium of $(\Gamma, P^0)$ for $P^0$ and $\sigma^*$, if $C^*$ satisfies a common belief in optimality and action-consistency with $P^0$ and $\sigma^*$.

We say that $\sigma^*$ is then supportable in an action-consistent Nash equilibrium of $(\Gamma, P^0)$.

The name *action-consistent Nash equilibrium* is descriptive: players’ assessments are consistent with the opponents’ play of actions. In other words, players’ assessments need not be consistent with the *whole outcome* of the game, that is, the joint distribution of types and actions, and hence also every player’s payoffs. If that were the case, then consistency would evidently imply that players must have a common prior equal to the distribution of Nature’s moves. Under action-consistency players’ beliefs can be consistent and nonetheless different. Finally, if consistency is interpreted as what players observe in a recurrent play of the game, then observing the whole outcome might sometimes not be possible, when action-consistency could be feasible.\(^{16}\)

Action-consistency allows for heterogeneity in players’ beliefs. It also guarantees that whenever for any reason players do have a common prior, an action-consistent Nash equilibrium is a Nash equilibrium. Heuristically, if players have the same common prior equal to the true distribution of Nature’s moves, and there is a common belief in action-consistency and optimality, then in particular, each player optimizes with respect to that common prior. The simple formal proof of this proposition is given in Section 4, following the formal definitions.

\(^{16}\)See Fudenberg and Levine (1993b) and Dekel et al. (2004) for learning in recurrent games.
**Proposition 1.** If a hierarchy of conjectures $C^*$ is an action-consistent equilibrium of $(\Gamma, P^0)$ for a probability distribution $P^0$ and strategy profile $\sigma^*$, and such that under $C^*$ all players have (first-order) belief $P^0$ about the distribution of Nature’s moves, then $\sigma^*$ is a Nash equilibrium of $(\Gamma, P^0)$ under the common prior $P^0$.

Finally, the example here is special in two respects. First, every type of a player plays the same action, so that action-consistency implies that players’ strategies are essentially common knowledge, and conjectures are somewhat redundant in specifying players’ strategy assessments. In general, action-consistency does not imply that a player correctly assesses the other players’ strategies, which is why players’ conjectures have to specify also assessments regarding the strategies that are being played, i.e., strategy assessments. Second, in general not all action-consistent equilibrium outcomes can be supported by conjectures such that a player’s assessment about the other player equals to what the other player actually does or thinks.

### 4 Formal equilibrium definition

We first define assessments, then action-consistency, conjectures, and finally common belief in optimality and action-consistency.

**Assessments.** An assessment by player $i \in N$ is a pair $P, \sigma$, where $P \in \Delta(T)$ is a belief assessment, and $\sigma \in \times_{j \in N} \Delta(A_j)$ is a strategy assessment.$^{17}$

A bit of additional notation is necessary to define action-consistency. Let $V_i \subset \mathbb{R}$ be the set of payoffs which are attainable by player $i$ in game $\Gamma$, i.e., $V_i \equiv Image(u_i)$. Since $\Gamma$ is common knowledge, the product $V = \times_{i \in N} V_i$ is common knowledge. Let $\tilde{G}[P, \sigma]$ be the distribution over $T \times A \times V$, resulting from a prior $P$ and a

$^{17}$Strategy assessments here are point assessments. This is much simpler, and is here without loss of generality in the following sense: for any probabilistic equilibrium strategy assessment (appropriately defined) there is a deterministic assessment supporting the same outcome.
strategy profile $\sigma$. That is, $\tilde{G}[P, \sigma]$ is given by a matrix with elements $\tilde{g}[P, \sigma]_{t,a,v}$, $t \in T$, $a \in A$, $v \in V$, where,

$$
\tilde{g}[P, \sigma]_{t,a,v} = P(t) \times \sigma_1[t_1](a_1) \times \ldots \times \sigma_1[t_1](a_1) \times 1_{\{v = u(t,a)\}}.
$$

**Action-Consistency for $i$.** Let $P$ be a probability distribution over types, $\sigma$ a strategy profile, and let $i \in N$. An assessment $P^i, \sigma^i$ is action-consistent with $P$ and $\sigma$ for $i$, if, $\sigma_i \equiv \sigma_i$, $P^i_{T_i} \equiv P_{T_i}$, and,

$$
\tilde{G}[P^i, \sigma^i]_{T_i \times A \times V_i[t_i,a_i]} \equiv \tilde{G}[P, \sigma]_{T_i \times A \times V_i[t_i,a_i]} \forall t_i \in T_i, \forall a_i \in A_i, \text{ s.t., } \sigma_i[t_i](a_i) > 0. \quad (6)
$$

To illustrate action-consistency, consider the following example.\(^{18}\)

**Example 1.** There are two players, $N = \{1, 2\}$, their actions are given by $A_1 = \{up, down\}$, $A_2 = \{L, R\}$, their types are $T_1 = \{t_1\}$, $T_2 = \{t_2, t'_2\}$, and the distribution over these types is $P^0(t_1, t_2) = \frac{3}{4}, P^0(t_1, t'_2) = \frac{1}{4}$. The payoff structure is given by the following two payoff matrices.

\[
\begin{array}{c|cc}
(t_1, t_2) & L & R \\
\hline
up & \alpha, 1 & 0, -1 \\
down & -10, 0 & 0, -1 \\
\end{array}
\quad
\begin{array}{c|cc}
(t_1, t'_2) & L & R \\
\hline
up & 0, 1 & 0, -1 \\
down & 4, 0 & 0, -1 \\
\end{array}
\]

Suppose that $\alpha = 0$, and let $\sigma^0 = (up, R)$. In that case player 1 can hold a variety of different action-consistent assessments regarding the probability of $(t_1, t_2)$ and the strategy profile $\sigma^0$ – in fact, in order for her assessment to be action consistent, she can hold any assessment. Similarly, if $\sigma^0 = (up, L)$ and $\alpha = 0$. However, when

\(^{18}\)This example is motivated by an example in Jackson and Kalai (1997).
σ₀ = (up, L) and α ≠ 0, only the assessment P₀, σ₀ is action consistent with P₀, σ₀. Finally, note also that when σ₀ = (up, L) and α = 0, optimality imposes an additional constraint: in order for player 1 to optimize while playing up, she must hold a belief which puts at most \frac{1}{14} on type (t₁, t₂).

Conjecture of a player is a hierarchy of assessments regarding beliefs and strategies of other players, and also other players’ assessments regarding others, and so forth. In Section 3 this was simplified as there were only two players. To keep track of this, we need a bit of notation. For k ∈ N, let N^k be the set of all sequences of length k with elements from N; for k = 0, define N^0 = ∅. Let L^i be the set of all finite sequences of integers from N, such that the first element is i, and no two adjacent elements are the same. That is, L^i = {ℓ ∈ N^k; k ≥ 1, ℓ₁ = i, ℓ_{m+1} ≠ ℓ_m, 1 ≤ m ≤ k}. Also, let L = {ℓ ∈ N^k; k ≥ 1, ℓ_{m+1} ≠ ℓ_m, 1 ≤ m ≤ k}, so that L = ∪_{i ∈ N} L^i. For sequences ℓ, ℓ' ∈ L, and an integer i ∈ N, define the following operations: l(ℓ) is the last element of ℓ; (ℓ, i, ℓ') is given by elements from ℓ, followed by i, and followed by the elements from ℓ'; (ℓ, ∅) is the sequence ℓ.

**Conjectures.** A conjecture by player i ∈ N is a hierarchy of belief and strategy assessments,

\[ C_i = (P^ℓ, σ^ℓ)_{ℓ ∈ L^i}. \]

P^ℓ and σ^ℓ, ℓ ∈ L^i, are interpreted as some order of assessments of player i about player j, where j = l(ℓ).\(^{20}\) For a conjecture C_i we denote by C^ℓ_i the ℓ-assessment of

\(^{19}\)This is a very similar construction and notation to that in Bernheim (1984) – the only difference is that the first element of the sequence here describes the player herself, whereas in Bernheim’s (1984) notation the first element of the sequence describes players assessment about some other player. Here too we limit the assessments to be only about other players, and not about the player herself. This is here without loss of generality. Action-consistency would impose strong constraints on a player’s assessments about herself, and moreover, any such equilibrium would have a strategically equivalent equilibrium where a player’s assessment about her own assessment coincides with her actual assessment.

\(^{20}\)Order of an assessment is here the length of ℓ. Note that when n > 2, there are many different
player $i$. A profile of conjectures is given by $C = (C_1, C_2, \ldots C_n)$; when $\ell = (i)$, $C_i^{(i)}$ is the assessment of player $i$ about Nature’s moves and the actual strategy profile being played.

Common belief in optimality and common belief in action-consistency are defined inductively.

**Common belief in optimality.** Let $C$ be a profile of conjectures, and for $i \in N$, let $(P_\ell, \sigma_\ell) = C_i^\ell$, $\ell \in \mathcal{L}_i$. $C$ satisfies a common belief in optimality if $P_\ell$ and $\sigma_j^\ell$ satisfy optimality for $j = l(\ell)$, for every $\ell \in \mathcal{L}_i$, for every $i \in N$.

**Common belief in action-consistency.** Let $P^0$ be a probability distribution of Nature’s moves, and $\sigma^0$ a strategy profile. Let $C$ be a profile of conjectures, and let $(P_\ell, \sigma_\ell) = C_i^\ell$, for each $i \in N$ and each $\ell \in \mathcal{L}_i$. $C$ satisfies a common belief in action-consistency if,

1. $P^{(i)}$ and $\sigma_i^{(i)}$ are action-consistent for $i$ with $P^0$ and $\sigma^0$, for every $i \in N$;

2. $P^{(\ell,j)}$ and $\sigma^{(\ell,j)}$ are action-consistent for $j$ with $P^\ell$ and $\sigma^\ell$, for every $j \in N$, for every $\ell \in \mathcal{L}_i$, for every $i \in N$.

In an equilibrium of a game played by rational and sophisticated players, the axioms of a common belief in optimality and action-consistency are sensible. Implicit assumptions regarding players’ sophistication when they only act optimally and consistently are illustrated by the following example. This example illustrates in what sense this type of “Nimzowitsch mistake” (see footnote 2) is a particular failure of rationality. By failing to take into account the incentives of her opponent, a player

---

assessments of the same order.
may incur large losses – these losses can be made arbitrarily large and the incentives of the opponent can also be made arbitrarily strong.

Example 2. Let player 1 have only one type, \( T_1 = \{ t_1 \} \), while 2 has two types, \( T_2 = \{ t_2, t'_2 \} \). Each player has two actions, \( A_1 = \{ u, d \} \), \( A_2 = \{ L, R \} \), and the payoff structure for each draw of types is specified as follows.

\[
\begin{array}{c|c|c|c}
(t_1, t_2) & L & R \\
\hline
u & -100, 100 & -100, 0 \\
d & 1000, 0 & -100, 1 \\
\end{array}
\quad
\begin{array}{c|c|c|c}
(t_1, t'_2) & L & R \\
\hline
u & -100, 0 & -100, 100 \\
d & -10000, 0 & 1001, 1000 \\
\end{array}
\]

The distribution of Nature's draws \( P^0 \) is given by,

\[
\begin{array}{c|c|c}
P^0 & t_2 & t'_2 \\
\hline
t_1 & \frac{1}{2} & \frac{1}{2} \\
\end{array}
\]

Consider player 1’s belief given by \( P^1 = P' = (\epsilon, 1 - \epsilon) \), where \( \epsilon > 0 \), and let \( P^2 = P^0 \). Consider a strategy profile \( \sigma = (u; L|t_2, R|t'_2) \). It is immediate that for both players the strategy profile \( \sigma \) along with these beliefs satisfy optimality and consistency with \( P^0 \) and \( \sigma \) in \((\Gamma, P^0)\). An interpretation of such profile \( \sigma \) is that player 1 fails to make any inference whatever from observation of player 2’s play. When she plays \( u \), player 1 cannot learn anything about \( P^0 \) from only observing the frequencies of her own payoffs. Under the assumption that player 1 observes player 2’s play her assessment implies a presumption that player 2’s behavior is irrational; under such a presumption player 2 could equally well hold any beliefs regarding the distribution over player 2’s types.

For example, player 1 could then make the assessment of player 2’s strategy \( \sigma^{(1,2)} = (u; R|t_2, \frac{1+2\epsilon}{2} \times L + \frac{1-2\epsilon}{2} \times R|t'_2) \), which satisfies action-consistency. Allowing for such assessment would be equivalent to assuming that player 1 has no
knowledge about player 2’s payoffs. The problem of preference revelation would be super-imposed over the strategic problem, which would implicitly contradict the assumption of common knowledge of \( \Gamma \). Additionally, if player 1 is allowed to make such an assessment, then one should not have any qualms with player 1 further supposing that 2 could play an even stranger strategy if 1 were to play \( d \), for example, \((R|t_2, L|t_2')\), which should further convince player 1 to play \( u \). That is, if player 1 can “in equilibrium” assume non-optimizing behavior for player 2, then she should be allowed to assume outright crazy behavior on counterfactual events, such as playing strictly dominated actions. This latter assumption would be testable for player 1 from variation in her own payoffs if she were to actually play \( d \). Hence, allowing for a player to make strange inferences regarding the behavior of her opponent would invariably lead to various kinds of implicit inference assumptions, which might be hard to justify. Common knowledge of \( \Gamma \), along with a common belief in optimality and action-consistency are natural internally consistent axioms for a simultaneous-moves game under uncertainty as defined by Harsanyi, under the assumption that players’ actions are observable.

An action-consistent Nash equilibrium is now given by Definition 1 of Section 3, and we can prove Proposition 1.

**Proof of Proposition 1.** Let \( C^* \) be a profile of conjectures such that there is a common belief in optimality and consistency, and players have a common prior. That is, \( C^{(i)*}_i = (P^{(i)}, \sigma^{(i)}) \), where \( P^{(i)} = P^{(j)} \), \( \forall i, j \in N \). By assumption, \( P^{(i)*} \) and \( \sigma^{(i)} \) satisfy optimality for \( i \), and \( P^{(i)} \) and \( \sigma^{(i)} \) are consistent for \( i \) with \( P^0 \) and \( \sigma^0 \), for every \( i \in N \). By consistency and optimality it follows that \( P^0 \) and \( \sigma^{(i)} \) satisfy optimality for \( i \), and from consistency it follows that \( \sigma^{(i)} = \sigma^{(i)*}_i \), which concludes the proof.
The converse of Proposition 1 is essentially also true: if \( \sigma^0 \) is a Nash equilibrium of \((\Gamma, P^0)\) under a common prior \( P^0 \), then there evidently exists an action-consistent equilibrium profile of conjectures \( C^* \) supporting \( \sigma^0 \), and such that players have the same first-order belief under \( C^* \). Denote this common prior by \( P \), and since \( P^0 \) and \( \sigma^0 \) satisfy optimality for each \( i \in N \), take \( P = P^0 \). For each \( i \in N \) and \( \ell \in \mathcal{L}^i \), let \( C^i_\ell = (P^0, \sigma^0) \), and the profile of conjectures thus defined \( C^* \) satisfies a common belief in optimality and consistency.\(^{21}\)

5 Descriptive comparison with the common-prior model.

Our main example of Section 3 shows that the common-prior assumption eliminates some outcomes which can be explained as equilibrium outcomes when players have heterogenous beliefs, under a strict definition of equilibrium. The purpose of this section is to formulate precisely in what sense the common-prior model is restrictive as a positive equilibrium model.

There are many common environments where the common-prior assumption is not restrictive at all, for example, in private value environments, or in so-called generic environments (i.e., where each player’s payoff attains a different value for every draw or types and action profile). In the former case, whenever a player optimizes against the actual play of her opponents under some belief, she is also optimizing under the true distribution of Nature’s moves. In the latter case, action-consistency implies that a player’s belief must equal the true distribution of Nature’s moves. In both of these cases it is then true that an outcome mapping of an action-consistent Nash equilibrium is also an outcome mapping of a Nash equilibrium under

\(^{21}\)In his setting, Esponda (2011) gives a result analogous to Proposition 1, see Remark 1, p. 14.
the true common prior. In contrast, in our main example of Section 3 the common-prior assumption is restrictive in a much stronger sense: there does not exist any common prior such that the distribution over players’ actions in a Nash equilibrium under that common prior would match the distribution over players’ actions in the particular action-consistent Nash equilibrium. The present description of strategic interaction then provides a richer descriptive tool.

To formalize this, a perspective of an analytical economist is assumed – an observer, who observes the strategic interaction under idealized conditions. The set of assumptions imposed on the observer may be in principle different from the assumptions on the players in the game \((\Gamma, P^0)\), which we described in the previous sections. Nevertheless, a disinterested observer should be “properly informed” in the sense that he should not be able to observe more than what the players observe about each other.\(^{22}\) Throughout this section, we maintain the assumption that the observer knows \(\Gamma\), knows \(\Gamma\) is common knowledge among the players in \(N\), and knows that their strategies are supportable in an action-consistent Nash equilibrium of \(\Gamma\).\(^{23}\) The observer’s observation is ideal in that he has at his disposal a data set that perfectly identifies some aspects of the interaction. With this added primitive of observer’s observation, we formulate the question:

\(^{22}\)In part I of his formulation of Bayesian games, Harsanyi (1967) discusses that the game should be considered from the perspective of a “properly-informed” observer, who does not know more than the players know. One could in particular imagine this to be a necessary condition even for an observer with ulterior interests, such as a mechanism designer, in order to preserve trust and avoid incentive issues – such considerations are at the heart of Holmstrom and Myerson (1983).

\(^{23}\)The assumption here is that the observer has been able to separately conduct for each player \(i \in N\) revealed-preference experiments in order to determine \(i\)’s cardinal utilities over all possible outcomes in \(\Gamma\), and that these preferences have been made publicly known, i.e., common knowledge. Also note that all of this is under the assumption of the equilibrium steady state behavior. Even the behavior of players who might behave rationally once in the steady state would presumably display different patterns before they reached such a steady state. How to model such out-of-equilibrium behavior is a question of learning or equilibrium convergence, which we do not address here. See Fudenberg and Levine (1993b) for learning in recurrent games, and also Bernheim (1984) for a discussion of learning in the context of rationalizability.
In an action-consistent Nash equilibrium, can the observer explain the data under the assumption of a common prior?

In the most ideal case the observer knows the joint distribution over players’ types and actions. This can be thought of either as an idealized benchmark case, whereby the observer knows the true model of the world. The question is then whether the observed behavior can be explained as equilibrium interaction under the true distribution of Nature’s moves. The assumption of a common prior would then seem particularly innocuous, since players’ behavior would then truly be as if they had beliefs equal to $P^0$.

Another possibility, which is congruent with the assumptions on players’ observations is that the observer only knows the distribution over players’ actions. Then the question is whether it is possible to find a common prior $\hat{P}$, such that the observed distribution over players’ actions is a NE under the common prior $\hat{P}$, for any distribution over players’ actions in an action-consistent Nash equilibrium. In this latter case, correct welfare evaluations are no longer possible, but the common-prior model still provides a descriptive explanation of players’ behavior. We formulate these two notions of descriptive equivalence as properties of the game $\Gamma$, since the true distribution of Nature’s draws $P^0$ may or may not be known to the observer.

**Definition 2.** Let $\sigma^*$ be supportable in an action-consistent Nash equilibrium of $(\Gamma, P^0)$.

1. $\sigma^*$ satisfies *outcome-equivalence*, if $\sigma^*$ is a NE under the common prior $P^0$ in $(\Gamma, P^0)$.

2. $\sigma^*$ satisfies *action-equivalence*, if there exists a common prior $\hat{P}$, and a strategy profile $\hat{\sigma}$, such that $\hat{\sigma}$ is a NE under the common prior $\hat{P}$, and,

$$G[\sigma^*, \hat{P}]_A = G[\sigma^*, \hat{P}]_A.$$
Г satisfies *outcome-equivalence* if every profile of strategies supportable as an action-consistent Nash equilibrium of \((\Gamma, P^0)\) satisfies outcome-equivalence, for every \(P^0\). Г satisfies *action-equivalence* if every profile of strategies supportable as an action-consistent Nash equilibrium of \((\Gamma, P^0)\) satisfies action-equivalence, for every \(P^0\).

We remark that,

\[ \text{*outcome-equivalence} \Rightarrow \text{*action-equivalence}, \]

while the reverse implication is not true. If action-equivalence is not satisfied for some Г, then neither will be outcome-equivalence. Hence, action-equivalence serves as a stronger test as to how restrictive the common-prior assumption is.

Action-equivalence seems to be a more appealing notion than outcome equivalence for practical applications. Obtaining a data-set of players’ actions, from which an empirical joint distribution over players’ actions can be constructed seems feasible. But players’ types might be difficult to observe so that it might be much more difficult to obtain the empirical joint distribution over players’ actions and types. As mentioned above, action-equivalence is also congruent with action-consistency: If players cannot observe each other’s types why should the observer?

On the flip side, action-equivalence motivates our focus on action-consistency. Action-equivalence seems a very natural observation criterion for the observer. In econometric applications, data on observations of players’ actions seems natural, and available; of course, often only coarser data might be available, but even then the data on players’ actions may represents an ideal positive observation. In certain theoretical applications too, for example, in adverse-selection environments, the assumption is that the data on players’ actions is available but not the data on their types. Whenever action-equivalence is used for the purpose of positive analysis, action-consistency is the notion of consistency congruent with Harsanyi’s idea of a properly-
informed observer.

As mentioned at the beginning of the section, examples of environments where outcome-equivalence obtains are games with private values and games with generic interdependence. Formally, a game satisfies *private values* if,

\[ u_i(a, t_i, t_{-i}) = u_i(a, t_i, t'_{-i}), \forall t_{-i}, t'_{-i} \in T_{-i}, \forall t_i \in T_i, \forall a \in A. \]

A game satisfies *generic interdependence* if,

\[ u_i(a, t_n, t_{-i}) \neq u_i(a, t_i, t'_{-i}), \forall t_{-i}, t'_{-i} \in T_{-i}, \forall t_i \in T_i, \forall a \in A. \]

When a game satisfies private values, a player need only to best-reply to the distribution over opponents’ actions, so that her conjectures about marginal probability over opponents’ types, and consequently about the joint distribution, are irrelevant. When a game satisfies generic interdependence, opponents’ types nontrivially affect each player’s payoffs. By consistency, the frequencies of her own payoffs are conjectured with correct probabilities, so that the player’s conjectures regarding the joint distribution of types must be correct, and outcome-equivalence obtains.  

To be sure, in order for a player’s beliefs to coincide with the true prior, a weaker condition than generic interdependence is needed: she should be able to identify the true prior from the variation of her payoffs across types of other players, given her type. That is, for each draw of her type, a player should be able to identify conditional joint distribution from the variation in her own payoffs.

In Section 3 we have demonstrated that \( \bar{\Gamma} \) does not satisfy action-equivalence. Our interpretation of this is the following. A common belief in optimality and con-

---

24 Note that in both of these environments, it is enough to specify hierarchies of assessments only up to the second order. This is then formally equivalent to the setting of Proposition 2, in Dekel et al. (2004) in the context of self confirming equilibrium. Their result is that, under the particular signaling structure equivalent to action-consistency, the self-confirming equilibrium is a NE under the true common prior, and the argument above follows their proof.
sistency imposes infinitely many incentive constraints, which happen to be satisfied in an equilibrium under a common prior by default. Game $\hat{\Gamma}$ demonstrates that different priors may persist as an equilibrium situation, even while all these incentive constraints are satisfied. Relaxing the common-prior assumption explains some equilibrium outcomes, under a strict notion of equilibrium, while these outcomes cannot be explained in equilibrium under any common prior.

6 A finite-order example

In this section, game $\hat{\Gamma}$ is modified to illustrate the difference between the analysis based on a closed model (i.e., an infinite hierarchy of assessments) and an analysis based on a finite order of assessments. In our definition of action-consistent Nash equilibrium, hierarchies of assessments are infinite and belief in optimality and consistency must hold at any order. In the main example it is also necessary to specify such an infinite hierarchy of assessments in order for players to be able to rationalize each other’s behavior: At any order, $i$’s belief only rationalizes her own strategy, but not the opponent’s; for the opponent’s strategy to be rationalized the next order of assessment must be specified. In the following example, we modify game $\hat{\Gamma}$ from Section 3 to game $\hat{\Gamma}'$, where a particular profile satisfies optimality and consistency up to any finite order (depending on $P^0$), but it does not satisfy optimality and consistency in an infinite hierarchy of assessments. Hence, if the observer only observes the distribution over players’ actions, then he can in game $\hat{\Gamma}'$ “explain” players’ strategy profile $(up, R)$ with any finite order of belief in consistency and optimality, but $(up, R)$ is not an action-consistent equilibrium of $\hat{\Gamma}'$. This illustrates how from the observer’s perspective a model with an infinite hierarchy of assessments is different from a model that is not closed.

Let the game $\hat{\Gamma}'$ be given by the following payoff matrices,
Note that $\tilde{\Gamma}'$ is almost the same as $\tilde{\Gamma}$, except for the underlined payoffs in bold type. That is, in $\tilde{\Gamma}'$, for the type draw $(t_1, t_2')$, and player 2’s action $a_2 = R$, player 1 obtains 0 when playing up, and 2 when playing down; recall that in $\tilde{\Gamma}$, the corresponding payoffs were 1 and 3. Note that under this change, the incentive constraints for the strategy profile $(\text{up} | t_1, \text{up} | t_2'; R | t_2, R | t_2''$) in $\tilde{\Gamma}'$ remain identical to those in $\tilde{\Gamma}$, i.e., they are given by (2)-(5). However, in $\tilde{\Gamma}'$, when the profile is $(\text{up} | t_1, \text{up} | t_1'; R | t_2, R | t_2'')$, and player 1 is of type $t_1$, her payoffs now vary with the types of player 2, so that in order for consistency to hold, 1 must correctly assess the probabilities of $t_2$ and $t_2'$, conditional on $t_1$.

Now suppose that the distribution of Nature’s moves is given by $P'$,

<table>
<thead>
<tr>
<th>$P'$</th>
<th>$t_2$</th>
<th>$t_2'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>$\frac{7}{8}$</td>
<td>$\frac{1}{24}$</td>
</tr>
<tr>
<td>$t_1'$</td>
<td>$\frac{1}{24}$</td>
<td>$\frac{1}{24}$</td>
</tr>
</tbody>
</table>

Let $P^{(1)} = P'$, and let $P^{(2)}$ be given by,

<table>
<thead>
<tr>
<th>$P^{(2)}$</th>
<th>$t_2$</th>
<th>$t_2'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>$\frac{7}{24}$</td>
<td>$\frac{1}{24}$</td>
</tr>
<tr>
<td>$t_1'$</td>
<td>$\frac{15}{24}$</td>
<td>$\frac{1}{24}$</td>
</tr>
</tbody>
</table>
Next, let $P^{(12)} = P^{(2)}$, and let $P^{(21)}$ be given by,

<table>
<thead>
<tr>
<th>$P^{(21)}$</th>
<th>$t_2$</th>
<th>$t'_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>$\frac{7}{24}$</td>
<td>$\frac{1}{24}$</td>
</tr>
<tr>
<td>$t'_1$</td>
<td>$\frac{8}{24}$</td>
<td>$\frac{8}{24}$</td>
</tr>
</tbody>
</table>

Finally, let $P^{(121)} = P^{(21)}$, and let $P^{(212)}$ be given by,

<table>
<thead>
<tr>
<th>$P^{(212)}$</th>
<th>$t_2$</th>
<th>$t'_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>$\frac{5}{24}$</td>
<td>$\frac{9}{48}$</td>
</tr>
<tr>
<td>$t'_1$</td>
<td>$\frac{10}{24}$</td>
<td>$\frac{9}{48}$</td>
</tr>
</tbody>
</table>

Up to this level, that is 3, these assessments satisfy all the consistency requirements, and also satisfy the incentive constraints, i.e., rationalizability. At the next order, it is still possible to define $P^{(1212)} = P^{(212)}$. However, it is impossible that $P^{(2121)}$ could satisfy the incentive constraints, as $2 \times \frac{9}{48} - \frac{5}{24} = \frac{4}{24} > 0$. It is evident that this example can be modified so that rationalizability and consistency are satisfied up to an arbitrarily high finite order, but can never be satisfied in an infinite hierarchy of assessments.\(^{25}\) This last example illustrates how common belief in action-consistency and optimality, is different from a belief in action-consistency and optimality up to any finite order.\(^{26}\)

\(^{25}\)More precisely, if under $P'$ the probability of $(t_1, t_2)$ is $\frac{2^k - 1}{2^{2k}}$, while the other types have probabilities equal to $\frac{2^k - 1}{2^{2k}}$, then it can be shown that consistency and rationalizability will hold up to order $k - 1$ for both players, but will fail for at least one player at the order $k$.

\(^{26}\)Assessments satisfying optimality and action-consistency up to order 1 are equivalent to the notion of self-confirming equilibrium, when the signalling function is given by the other players’ actions and own payoffs (see Fudenberg and Levine (1993a), and Dekel et. al (2004)). Thus, in a self-confirming equilibrium players’ are level-1 sophisticated, so that they do not question other players’ motives beyond that. For example, in the above game $\Gamma'$, under $P'$, the profile $(up, R)$ would constitute a self-confirming equilibrium for this feedback function, and the set of distribution functions $P'$ for which that would be the case would be quite large.
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